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THEORETICAL GUARRANTEES



Convergence Rate and Assump@ons

A sequence {𝑥𝑘} is said to converge at the rate 𝛾!, if:



Gradient Descent Convergence



L-smooth Objective function

∇𝐹 𝑤 − ∇𝐹 )𝑤 ≤ 𝐿| 𝑤 − )𝑤 |

Proof of inequality:



C-strong convexity

𝐹 𝑤 ≥ 𝐹 𝑤! + ∇𝐹 𝑤! " 𝑤 − 𝑤! +
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Minimizing the RHS w.r.t. w:
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Pu8ng back in the first equa?on:

𝑐 𝐹 𝑤! − 𝐹 𝑤 ≤ 	1/2	 ∇𝐹 𝑤!
#





SGD Analysis



SGD Analysis



SGD Analysis



SGD Analysis



SGD Analysis



SGD Analysis

• Proof of theorem:



SGD Analysis



SGD Analysis



LINEAR RATE METHODS



Improving SGD

Slides taken from Jorge Nocedal



Stochas@c Averaged Gradient

Slides taken from Mark Schmidt



SAG Convergence Rate



SAG Convergence Rate



SAG Implementa@on



SAG Implementa@on





Stochastic Variance Reduced GD



BATCH NORMALIZATION

Slides taken from Jude Shavlik: h5p://pages.cs.wisc.edu/~shavlik/cs638_cs838.html 

http://pages.cs.wisc.edu/~shavlik/cs638_cs838.html


Batch normaliza@on:
Other benefits in prac@ce

• BN reduces training times. (Because of less Covariate Shift, less 
exploding/vanishing gradients.)

• BN reduces demand for regularization, e.g. dropout or L2 norm. 
– Because the means and variances are calculated over batches and therefore 

every normalized value depends on the current batch. I.e. the network can no 
longer just memorize values and their correct answers.)

• BN allows higher learning rates. (Because of less danger of 
exploding/vanishing gradients.)

• BN enables training with saturating nonlinearities in deep networks, e.g. 
sigmoid. (Because the normalization prevents them from getting stuck in 
saturating ranges, e.g. very high/low values for sigmoid.)



Internal Covariate ShiM



Why the naïve approach Does not 
work?

• Normalizes layer inputs to zero mean and unit variance. whitening.
• Naive method: Train on a batch. Update model parameters. Then 

normalize. Doesn't work: Leads to exploding biases while distribution 
parameters (mean, variance) don't change.

– If we do it this way gradient always ignores the effect that the 
normalization  for the next batch would have

– i.e. : “The issue with the above approach is that the gradient descent 
optimization does not take into account the fact that the 
normalization takes place”



The proposed 
solution:
 To add an extra  
regularization 
layer

A new layer is added so the gradient can “see” 
the normalizaNon and make adjustments if 
needed. 



Algorithm Summary:
Normaliza2on via Mini-Batch Sta2s2cs
• Each feature (component) is normalized individually
• Normaliza?on according to: 

– componentNormalizedValue = (componentOldValue - 
E[component]) / sqrt(Var(component))

•  A new layer is added so the gradient can “see” the 
normaliza?on and made adjustments if needed. 
– The new layer has the power  to learn the iden?ty func?on to de-

normalize the features if necessary!
– Full formula: newValue = gamma * componentNormalizedValue + beta 

(gamma and beta learned per component)

• E and Var are es?mated for each mini batch.
• BN is fully differen?able. 



The Batch Transformation: formally from the paper.



The full algorithm as proposed in the paper

Alg 1 (previous slide)

Architecture  modification

Note that BN(x) is different
during test…

Vs.



Batch normaliza@on:
Other benefits in prac@ce

• BN reduces training ?mes. (Because of less Covariate ShiW, less 
exploding/vanishing gradients.)

• BN reduces demand for regulariza?on, e.g. dropout or L2 norm. 
– Because the means and variances are calculated over batches and therefore 

every normalized value depends on the current batch. I.e. the network can no 
longer just memorize values and their correct answers.)

• BN allows higher learning rates. (Because of less danger of 
exploding/vanishing gradients.)

• BN enables training with satura?ng nonlineari?es in deep networks, e.g. 
sigmoid. (Because the normaliza?on prevents them from ge8ng stuck in 
satura?ng ranges, e.g. very high/low values for sigmoid.)



Batch normalization:
Better accuracy , faster.

BN applied to MNIST (a), and ac8va8ons of a 
randomly selected neuron over 8me (b, c), 
where the middle line is the median ac8va8on, 
the top line is the 15th percen8le and the 
boCom line is the 85th percen8le.
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